
Chapter 2

SUFFICIENCY & COMPLETENESS



SUFFICIENCY

Idea  the reduction of a data set to more concise set of 

statistics with no loss of information about the unknown 

parameter 

 S will be considered a “sufficient” statistics for  if P(TS) 

does not involve 

Example 10.1.1

A coin is tossed n times, find S that sufficient for  !



Definition 10.2.1
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Def. 10.2.2

A set of statistics is called a minimal sufficient set 

if the member of the set are jointly sufficient 

for the parameters and if they are function of every other set 

of jointly sufficient statistics



Example  10.2.1

 EXPX i ~Consider 

Then find S that sufficient for 



Th. 10.2.1

Factorization Criterion
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Example

sNX

sUNIFX

sBINX
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 find then ),(~ if.3

 find then ),0(~ if.2

 find then ),1(~ if.1
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Do the exercise at Bain, page 352, number 1, 2 and 3 !


