Criteria for evaluating estimators

- Unbliased Estimator
->UMVUE



Unbiased Estimator

An estimator T is said to be an unbiased estimator of 7(8) if E(T)=z(6)
for all & Q. Otherwisewesay thatT is a biased estimator of 7(6)

Example 1
If X, X,,..., X, denotea random variable of sizen
from f (x) with E[X ] = zand V(X ) = o2 then E[s? | = &

Example 2
X, ~ EXP(0)
proof that @ = X



Obvious question....?

Which estimators are “best” in some sense?
- ldea :

We've select the estimator that tend to be closest
or “most” concentrated around the true value of the
parameter

Say that

T, is more concentrated than T, about z(6)if
Plz(0)-e<T, <z(0)+e] Ve>0

An estimator Is most concentrated If it IS more
concentrated than any other estimator



So, It follows from the Chebychev

inequality...
T is an unbiased estimator of (),
P[T(H)—g <T < 7(6?)+ 5]2 1-— VargT), Ye>0
E

Example 3

If 9, = X and 6, = nX,., then both estimatorsare biased for 8
2

but V(é’l): % and V(é’2 )z 0°

Which better estimator?



UMVUE

If X,,X,,..., X, denote a random variable of sizen from f (x;6)

An estimator T * of 7(6)is called a

Uniformly M inimum Variance Unbiased Estimator (UM VVUE)
of 7(0)if :

1. T* is unbiased for z(0)

2. for any unbiased estimator T* of z(0), V(T* )< V(T ),V e O



CRLB
Cramer Rao - Lower Bound

T is an unbiased estimator of z(#), then CRLB
based on a sample random is

v FOF
nE[@gln f(X;H)}




Example 4

If X, ~ EXP(0)
then find CRLB forg!



Efficiency

The relative efficiency of an unbiased estimator T of z(6)
toanother unbiased estimator T * of z(8)is given by
efr )= V)
v(T)
An unbiased estimator T * of 7(8)is said to be efficient

if re(T,T*)<1for all unbiased estimatorsT of 7(9), V0 € Q
The efficiency of an unbiased estimator T of z(6)is given by

e(T)=re(T,T")
if T* is an efficient estimator of 7(6)



Example 5

consider 6, = X and 6, =nX . are both estimatorsare biased for &
2

with V(él): % and V(é?2 ): 6°

Which one estimator that an efficient estimator for 0?



Definition
If T is an estimator of 7(&)then thebias is given by

b(T)=E[T]-7(8)
the M ean Squared Error (M SE) of T Is given by::

MSE(T) = E[T —z(0)]

Theorem
If T is an estimator of z(@)then MSE(T) =V (T )+ [b(T )



