
Chapter 1

Part 2

Expected Values, Variance 

and The Properties



Review : MEAN

• The pdf of a RV X provide us with several numbers 

the probabilities of all the possible values of X

• Desirable to summarize this information in a single 

representative number

• Accomplished by the expectation of X  which is a 

weighted (in proportion to probabilities) average of the 

possible values of X  the center of gravity of the pdf



Mean & Variance of a discrete R.V

• Mean  describe the “center” of the distribution of X 

in manner similar to the balance point of a loading

• Variance measure of dispersion or scatter in the 

possible values for X



Illustration

PROVE it



Example
Consider  2 independent coin tosses, each with a ¾ 

probability of a head. And let X be the number of heads 

obtained. the pdf :
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Review : Variance

• The variance  a measure of dispersion of 

X around its mean

• Other measure is standard deviation 
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Exercise 1
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1. Let Y=X and and suppose :

Then find y! and f(y)!

2. What about if 

Then find z! and f(z)!



ilustration



Exercise 2

Look at Exercise 1

1. Find E[X], E[Z] !

2. Var (X)



Exercise



Th. 



1. Measures of Central Tendency 

(location Parameter)



2. Measures of Dispersion



Variance : Properties

if X is a r.V , a and b are constants then :
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3. Quantile (we not discussing this! )

4. Higher Moment



Definition

The k-th moment about the origin of 

a rV X is :

the k-th moment about the mean is :
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Th. Bound on Probability

If X is a RV and u(x) is a nonnegative real

valued function, then for any positive constant

c>0,
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Th. Chebychev Ineq

If X is a RV with mean  and 

variance       then for any k>0,
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Moment Generating Function

Definition

If X a rV then

is called the moment generating 

function (mgf) of X if this expected 

value  exists for all values of t in some 

interval of the form –h<t<h, h>0
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Theorem


